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Ocmarim 4acom ece binvie Yeazy, NPUINALEMBCA OHAGTHOBOMY HABUAHHIO MAWUH 3 610KAGIEHUM
36opommim 36°a3xKom. Haguanns 3 sampumxamu € 0ouiabniwum 6 biabocmi NpaKmuyHUT 3acmocy-
8aMb, OCKIALKU 360PpOMNIT 368°A30% 610 HABKOAUWHDO20 cepedosuuLa He € mummesum. Hanpuxaad, 6
KATHIYHULT 6UNPOOYBAHHAT, PE3YALTNAMU AKUL MU BUKOPUCTNOBYEMO 6 JaHili pobOME, NPOAS Pearyii Ha
AKU Mootice 3atnamu deakuli wac. Y daniti pobomi po3eaadacmuvcs npobaema CMayioHaPHO20 CMOXa-
CMUYH020 ba2amopykozo banduma 6 cepedosuull 3 3aMPUMKAMU, 0 KOHCHA 1A 3a0aAEMbCA PO3NOJLAOM
Bepryani, napamempu axozo ne sidomi 3a3danreziov. 104061010 memoro modeai y npedcmasienomy ce-
PedoBUWLY € MAKCUMIBAULA CYKYNHOT 6UHA20POOU HA CKIHUYEHHOMY 20PUSOHMI, WO EKBIBANEHMHO MiHi-
Mizauti cyxynnur empam. Poseasdaemuvea cmpameezia Erplore-First daa danozo sunadky, axa 6u3Ha-
YAEMBCA KINDKICTIO Pa3ie KoocHa 0is byde obpana 0as docaidocerns. Hasodumuves acumnmomuvrud
anaNi3 ePEKMUCHOCTNE AGA2OPUMMY T BUBHAETNBCA BNAUE 3AMPUMOK Y cepedosuyi. Ompumari meope-
MUNHT PE3YALTAMU BUKOPUCTNOBYIOMBCA OAA PO3POOKU NPO2PAMH020 3abe3nevwenms 0aa nposederts
YUCEADHUL EKCNEPUMEHIE.

Kmowosi caosa: npobaema bazamopykozo banduma, cmoracmudme CEPeosuwe 3 3ampumramu,
YUCEADHT EKCNEPUMEHMAU.

Online learning under delayed feedback has been recently gaining increasing attention. Learning
with delays is more natural in most practical applications since the feedback from the environment is
not tmmediate. For example, the response to a drug in clinical trials could take a while. In this paper,
we study the multi-armed bandit problem with Bernoulli distribution in the environment with delays
by evaluating the Explore-First algorithm. We obtain the upper bounds of the algorithm, the theoretical
results are applied to develop the software framework for conducting numerical experiments.

Key Words: multi-armed bandit problem, stochastic environment with delays, numerical experi-
ments.
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zed controlled trial when patients are randomly
divided into two or more groups with different
treatment protocols prescribed and at the end of
trials the results from each group are compared.
This way of conducting a clinical trial may
satisfy scientific purposes but doesn’t consider
subjects’ well-being as a significant amount of
patients would suffer from a lack of efficient
treatment during the trial. The bandit problem
as a methodology can be used to improve such si-
tuations by developing an adaptive strategy that
allows to correct the treatment protocol accordi-
ng to the already observed effectiveness during the
clinical trial.

1 Introduction

The multi-armed bandit (MAB, or just bandit)
problem is an example of a sequential decision-
making process under uncertainty in real-time and
represents a dilemma between exploration of new
possibilities and exploitation of already known
actions with predicted results. This dilemma is
known as the exploration-exploitation trade-off.
The bandit problem was introduced by Thompson
[1] while studying clinical trials for developing the
response-adaptive design methods for sequential
allocation of different possible medical treatments.

The essential part of the research of new

drugs and medical treatments is the randomi- In this article, we study the bandit problem in
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the clinical trial setting and conduct experiments
by using data from The International Stroke Trial
simulating delays in the environment. The classi-
cal bandit problem assumes no delays of results
in the sequential decision-making process. But in
settings like clinical trials delays are inevitable and
there is a constant need for the next decision-
making action with no observed results yet for
the previous one. In this setup, existing algori-
thms need an adaptation to retain theoretical
guarantees. One of the possible solutions is the
meta-algorithm designed by Joulani et al. [2] whi-
ch allows the use of existing algorithms in envi-
ronments with delays with retaining theoretical
guarantees by the cost of reducing effectiveness in
an additive way with respect to delays.

We provide an asymptotic analysis of one
of the algorithms (Explore-First) for the MAB
problem with Bernoulli distribution, we analyze
an impact of the environment with delays on
the algorithm and provide numerical experi-
ments supporting obtained theoretical results.
The results are applied to develop the software
framework for conducting numerical experiments.

2 The multi-armed bandit problem and its
solutions review

The multi-armed bandit problem is a sequential
game between an algorithm and an environment.
The game is being played over positive natural
n time steps called the horizon. On each time
step t € [n] the algorithm chooses an action A,
from a given set A, then a reward X; € R is
revealed by the environment. The action choice
depends on the history of the previously chosen
actions and their results in terms of rewards
Hy 1 = (A, X1,...,Ai—1,X41). The objective
of the algorithm is a sequential selection of acti-
ons in order to maximize the sum of the rewards
accumulated over n time steps Y - | X;.
Mathematically, the bandit problem is defi-
ned by the reward process associated with each
action. Depending on the assumed nature of
the reward process there are three fundamental
formalizations: stochastic (stationary) bandits,
Markov bandits, and adversarial bandits. In the
stochastic MAB setting the reward process associ-
ated with each action is assumed to be descri-
bed as an identically distributed random variable.
In Markov MAB each action is associated with
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a Markov chain that evolves on each time step.
The adversarial MAB setting has no assumptions
about the origin of the considered reward process.

For the purpose of this article, we consider
the stochastic multi-armed bandit problem with
Bernoulli distribution for the reward process. This
model is described as a system consisting of a
collection of k actions denoted by u = (p1, ..., k),
where each action is a Bernoulli distribution with
parameter p;. The mean vector p € [0, l]k is not
known in advance. In this model X} is a realization
of the random variable drawn from the distributi-
on 4, associated with the chosen action A; on
time step ¢, i.e X; ~ Bernoulli(p4,) is a reward on
a given time step.

As a metric of the effectiveness of the algori-
thms, it’s common to use the notion of regret, whi-
ch was introduced by Robbins [3]|. The regret is
the difference between the expected accumulated
reward when choosing the optimal action (with
the highest mean among others) during the whole
horizon and the expected accumulated reward
obtained by the algorithm following its policy. The
regret after n time steps is represented as

n
R, an}g}i{m*E [;Xt] .

The regret can be rewritten as a function of
the number of draws of each sub-optimal action.
Let A; = max;cq p; — p; denote a suboptimality
gap of action ¢ which has been chosen N;(n) times,
then the regret decomposition [4] is defined by

k
Ry =Y AE[N;(n)] (2.1)
i=1
Policy, which maximizes the expected

accumulated reward is equivalent to minimizing
the regret. Asymptotic analysis of the algorithms
consists of obtaining the regret bounds.

In this article, we consider the Explore-First
algorithm as the main policy in the context of the
Bernoulli bandit. This algorithm is characterized
by the number of exploration m of each of the
given k actions in the first phase, and exploiting
the empirically best action in the second phase.
Let N;(t) denote the number of times action ¢ has
been chosen by the algorithm after ¢ time steps,
then the average reward of action 7 after ¢ time



Bicnux Kuiscvkozo nayionanrvro2o yrisepcumemy
iment Tapaca Ilesuwernra
Cepia: Pizuro-mamemamusri HAYKY

steps can be defined as follows:

1
N;(t)

fii(t) = La,—i)X;-

t
=1

J

Hence the chosen action A; on time step ¢ can be
described in the following form:

s {(tmodk)+1

ift <mk
A (2.2)
arg max;e 4 (i (mk))

if t > mk.
The protocol of the Explore-First algorithm:

1) Exploration phase (first mk time steps):
choose each action exactly m times

2) Exploitation phase (the rest n — mk ti-
me steps): use an empirically best action

arg max;c 4 (fi(mk)).

This algorithm appears in the paper by Robbi-
ns [3], where the author formulated the stochastic
multi-armed bandit problem. There was shown
that the regret of Explore-First is sublinear in the
general case:

lim & =0.
n—oo N

Later Anscombe [5] considers this algorithm
in the context of clinical trials and gives an
asymptotic analysis for the MAB with Gaussi-
an rewards, the author highlights many of the
important considerations. For our work we use the
results of the upper bound obtained by Slivkins [6]
for Bernoulli MAB:

E[R,] <n?*?x O (klogn)'?,  (2.3)

where the upper bound is minimized by choosing
the following m:

m = (n/k)2/3 -0 (logn)'/? .

For the other algorithms overview, we refer
the readers to Bubeck et al. |7].

3 Asymptotic analysis of the Explore-

First algorithm

In order to obtain a stronger upper bound than
in the inequality (2.3), we introduce a dependency
on the MAB instance’s mean vector. With help of
concentration inequality, we show that a centered
Bernoulli random variable is 1/2-sub-Gaussian,
which allows us to utilize an additive property of
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sub-Gaussian random variables in the tail probabi-
lity estimation for the MAB with a number of acti-
ons k > 1. The theory of the sub-Gaussian vari-
ables is presented in the monograph [8], in additi-
on, we refer the readers to Kozachenko et al. [9].
Here we list only basic facts needed for obtaining
the upper bound.

Definition 3.1. A random variable X with o
parameter is said to be o-sub-Gaussian if for all
A € R, it holds that
A2o?
7 )

For o-sub-Gaussian random variable X we can
write the exponential estimate of its tail probabi-
lity, for any € > 0, it holds that

E [exp(AX)] < exp <

P(X > e) < exp <—2€;> . (3.1)

In addition, sub-Gaussian random variables
possess an additive property [9].

Lemma 3.1. If X s a centered Bernoulli random
variable with parameter p (P(X = 1 — p) =
p,P(X = —p) = 1 — p), then X is 1/2-sub-

Gaussian.

Proof. Hoeffding’s lemma [10] states that for a
random variable X supported on the interval [a, b]
for all A € R, holds that

E [exp(AX)] < exp <)\E[X] + W) ;

applying it to a centered Bernoulli random vari-
able we get

E [exp()\X)] < exp <>‘2((1 _pé_ (_p))2>

o (MO,

which shows that X is 1/2-sub-Gaussian random
variable by definition. O

Theorem 3.1. For the stochastic multi-armed
bandit with Bernoulli rewards and 1 < m < n/k,
the regret of Explore-First algorithm satisfies:

k k
R, < mZA,; + (n — mk) Z A; exp (—mA%) .
i=1 i=1

(3.2)
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Proof. In order to obtain the upper bound, we use
the regret decomposition (2.1), where we bound
the expected number of times an action ¢ has
been chosen by the algorithm after n time steps
E (N;(n)). We follow similar steps as in [11]| for
the Gaussian use case.

Let ¢* = argmax;c 4 (i) denote the optimal
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action. The probability of action i having the hi-
ghest average reward received after mk time steps
is P (fi;(mk) > max;; fi;(mk)), then according to
the algorithm’s protocol (2.2) each action is chosen
exactly m times during exploration and n — mk
times with the probability of having the highest
average during the exploitation:

E[Ni(n)] < m 4 (n—mk) P (ji(mk) > max ji;(mk))

<m+ (n—mk) P (jis(mk) > fi- (mh))

= m - (n— mk) P (fii(mk) — piz (mk) > Ay = (e i) )

Next, we show that (i;(mk) — p; — (wix(mk) —
pi+) is 1/+/2m-sub-Gaussian by using Lemma 3.1
which states that a centered Bernoulli random
variable is 1/2-sub-Gaussian. Let Y; denote a

fii(mk) — pi — (= (mk) — pu+)

3=

3=

J

where (Y;); — p; is a centered Bernoulli random
variable, which is 1/2-sub-Gaussian. The additive
property of o-sub-Gaussian random variables gives

us that fiy(mik) — i — (i (mk) — pi) is 1/3/2m-

M= 1

m+ (n — mk) P (,Lli(mk) s — (e (M) — ) > Ai).

sampled reward from action ¢. By definition of
the algorithm the exploration phase takes mk ti-
me steps, where each action gets chosen exactly m
times, we have fi;(mk) = L > iy (Y3);, hence

(Ya); — pi = % 3 (Yir); — e
j=1
(), ) = =32 (), )
1 =

sub-Gaussian. Applying the exponential estimate
(3.1) of 1/v/2m-sub-Gaussian random variable to
the probability on the right-hand side of inequality
(3.3) we obtain

i . A7 2
P (,uz(mk) — pti — (i (mk) — pi=) = Ai) <exp | ————— | =exp (—mAj).

Hence the inequality (3.3) takes the following
form:

E [N;(n)] < m+ (n — mk) exp (—mA?),

substituting into the regret decomposition (2.1)
completes the proof. O

4 Multi-armed bandit with Bernoulli di-
stribution under delays

Classical algorithms of multi-armed bandit
problem assume no delays in rewards from
the environment, that is to say, that realizati-
on of random variable X; must be accessi-
ble by the algorithm at the same time step
t when corresponding action has been chosen.

The meta-algorithm [2] provides the framework

2 (1/v/2m)’

to encapsulate the classical (base) algorithms in
order to use them in the stochastic environment
with delayed rewards without a need for an
adaptation of the base algorithms to delays. When
a delay of observation of the reward realization
happens, the meta-algorithm doesn’t use the base
algorithm on the next step for the decision making,
instead, it re-uses the action chosen by the base
algorithm on the previous step (sends it to the
environment) until one of the realizations of the
chosen action is accessible. The meta-algorithm
accumulates such delayed rewards when available
in the internal buffer and uses them in the further
time steps to feed the base algorithm without
interaction with the environment. Assume that
the first action has been chosen by the algorithm
I = Ay, then the protocol of the meta-algorithm
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is defined as follows:

1) If realization of the chosen action is available
in the buffer then feed it to the base algori-
thm and ask for the next action

2) Send the chosen action I to the environment

3) Receive all available (delayed) realizations
from the environment and put them into the
buffer; go to step 1.

Due to the stochasticity of delays, order
and completeness of the sequence of realizations
available for the algorithm are not guaranteed.
The authors show that under such circumstances
there is no impact on the base algorithm in
the stochastic environment, that the independent
and identically distributed property of the given
subsequence is preserved:

Lemma 4.1. [2] (see Lemma 4) Consider the
multi-armed bandit problem with the stochastic
environemnt under delays which are independent
of the rewards. For any action i, for any s € N let
Y; s denote the s reward the algorithm observes
for selecting an action i. Then the sequence
{Yis}sen 8 an i.i.d. sequence with the same distri-
bution as the sequence of the rewards {Xit}, -

Also, it’s shown that delays increase the upper
bound of regret in an additive way with respect to
the maximum delay 77, of action 7 after n time
steps [2] (see Theorem 6):

k
E [Rn] g E [er?ase] + Z A,L E [Tiﬁjn] 5

i=1

(4.1)

where R,l?ase is the upper bound of the base algori-
thm. Hence, using the obtained inequality (3.2) we
can write the upper bound of the Explore-First
algorithm in the stochastic environment under
delays in the scope of meta-algorithm:

k k
R, < mz A; + (n —mk) Z A; exp (—mA?)
i=1 i=1

k
=1

(4.2)

5 Numerical experiments

In this chapter, we present the results of the empi-
rical tests of the Explore-First algorithm after we
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implemented software to simulate the multi-armed
bandit in the stochastic environment with delays.

In the first experiment, we use the instance of
the MAB with Bernoulli rewards with two acti-
ons of expectations 0.77 and 0.8 respectively, this
structure is sufficient to study the delay impact,
not the MAB problem itself. The experiment uses
a horizon of n = 1000 time steps and is aggregated
over 1000 independent runs. Results of numeri-
cal experiments and obtained theoretical upper
bounds are shown in Figure 1.

—a— Explore-First (1=0)
25 Upper bound (t=0)
-¥— Explore-First (1=50)
—a— Upper bound (t=50)
20
=
= 15
B
=]
=
10
5
0
0 200 400 600 800 1000

Time Steps, n

Figure 1: An empirical test of the Explore-First
algorithm with delays 7 = 0 and 7 = 50 for a time
horizon n = 1000, with the upper bounds (3.2)
and (4.2)

There is a notable gap in an approximation
of the upper bounds given by obtained inequaliti-
es (3.2) and (4.2) and empirical results, however,
this gap is significantly smaller than in the case of
inequality (2.3).

In the second experiment, we use data from a
randomized clinical trial, The International Stroke
Trial [12], that studied the effects of Heparin and
Aspirin as combinations H x A, where

H = {high heparin dose, low dose, no dose}
A = {with aspirin dose, no dose} .

19,435 patients took part in The Internati-
onal Stroke Trial studies, where long-term
recovery (after 6 months) was being recorded.
In this context, we consider recovery cases as a
Bernoulli random variable, where were empirically
computed the reward parameters of the original
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study to obtain the mean vector across all subjects
to simulate the experiment under the Bernoulli
multi-armed bandit problem:

1 = {0.182,0.178,0.182,0.201, 0.208, 0.206 } .

We simulate the experiment using the data given
above to compare the Explore-First algorithm to
the randomized controlled trial in the stochastic
environment with delays. Results are aggregated
over 500 independent runs and shown in Figure 2.

—a— Explore-First (t=0)

—a— Uniform Random (t=0)

—¥— Explore-First (t=150)
Uniform Random (t=150)

300
250
200

150

100 .44;25::1:::13;::::;::::1

ot A

Regret, Rin)

0 2500 5000 7500 10000 12500 15000 17500 20000
Time Steps, n
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Figure 2: An empirical test of the algorithms
Explore-First and Uniform Random (simulation of
randomized controlled trial) with delays 7 = 0 and
7 = 150 for a time horizon n = 20000

The response-adaptive design has the potenti-
al to increase the effectiveness of the medical
treatment within the clinical trial but often can
reduce the statistical power. Another obstacle
could be the delayed feedback, the existing algori-
thms need adaptation to such settings.

6 Conclusion

In this article, we considered the multi-armed
bandit problem with Bernoulli distribution in
the environment under delays. We presented an
asymptotic analysis of the Explore-First algori-
thm in the considered settings by utilizing the
exponential estimate of sub-Gaussian tail probabi-
lity. Numerical experiments showed that the
algorithm adapted to the environment with delays
retains its theoretical guarantees by decreasing the
effectiveness in an additive way with respect to
the maximum delay. The developed software for
simulation and numerical experiments have been
published as an open-source library [13].

References

1. THOMPSON, W. R. (1933) On the likelihood
that one unknown probability exceeds another
in view of the evidence of two samples. Bi-
ometrika. 25 (3/4). p. 285-294.

2. JOULANI, P, GYORGY, A, &
SZEPESVARI, C. (2013) Online learning
under delayed feedback. In International

Conference on Machine Learning. p. 1453-
1461. PMLR.

3. ROBBINS, H. (1952) Some aspects of the
sequential design of experiments. Bulletin of
the American Mathematical Society. 58 (5).
p. 527-535.

4. LAI, T. L., & ROBBINS, H. (1985)
Asymptotically efficient adaptive allocation
rules. Advances in applied mathematics. 6 (1).
p. 4-22.



Bicnux Kuiscvkozo nayionanrvro2o yrisepcumemy

iment Tapaca Ilesuwernra

Cepia: Pizuro-mamemamusri HAYKY

o.

10.

11.

12.

13.

. Kozachenko Yu.

Anscombe F. J. Sequential medical trials /
F. J. Anscombe // Journal of the American
Statistical Association. — 1963. — Vol. 58.

— No. 302. — P. 365-383.

Slivkins A. Introduction to multi-armed
bandits / A. Slivkins // Foundations and
Trends in Machine Learning. — 2019.

— Vol. 12. — No. 1-2. — P. 1-286.

Bubeck S. Regret analysis of stochastic and
nonstochastic multi-armed bandit problems /
S. Bubeck, N. Cesa-Bianchi // Foundations
and Trends in Machine Learning. — 2012.

— Vol. 5 — No. 1. — P. 1-122.

Byadvieun B. B. Merpuueckue xapaKTepu-
CTHKHU CJIyYaiiHbIX BEJIMYMH U IPOIECCOB /
B. B. Byngpirun, 10. B. Kozauenxko.

— K.: TBiMC, 1998. — 290 c.

V. Simulation of stochastic
processes with given accuracy and reliabili-
ty / Yu. V. Kozachenko, O. O. Pogorilyak,
I. V. Rozora, A. M. Tegza. — Elsevier, 2016.

Hoeffding W. Probability Inequalities for
Sums of Bounded Random Variables / W.
Hoeffding // Journal of the American Stati-
stical Association. — 1963. — Vol. 58.

— No. 301. — P. 13-30.

Lattimore T. Bandit algorithms / T. Latti-
more, C. Szepesvari. — Cambridge University
Press, 2020. — 537 p.

Sandercock P. International stroke trial
collaborative Group / P. Sandercock, M. Ni-
ewada, A. Czlonkowska // The international
stroke trial database. Trials. — 2011.

— Vol. 12. — No. 1. — P. 101.

Dzhoha A. Multi-armed bandit problem
under delayed feedback: numerical experi-
ments [Exekrponnnii pecypc| / A. Dzhoha.
— 2021. — Pexxum mocTymy 0 Pecypcey:
https://github.com/djo/delayed-bandit.

2021, 1

10.

11.

12.

13.

Bulletin of Taras Shevchenko
National University of Kyiv
Series: Physics & Mathematics

ANSCOMBE, F. J. (1963) Sequential medi-
cal trials. Journal of the American Statistical
Association. 58 (302). p. 365-383.

. SLIVKINS, A. (2019) Introduction to multi-

armed bandits. Foundations and Trends in
Machine Learning. 12 (1-2). p. 1-286.

BUBECK, §S., & CESA-BIANCHI, N.
(2012) Regret analysis of stochastic and
nonstochastic multi-armed bandit problems.

Foundations and Trends in Machine Learning.
5(1). p. 1-122.

. BULDYGIN, V. V., KOZACHENKO, YU. V.

(2000) Metric Characterization of Random
Variables and Random Processes. AMS, Provi-
dence, RI, 257 p.

. KOZACHENKO, YU. V., POGORI-
LYAK, O. O.,, ROZORA, I V. &
TEGZA, A. M. (2016) Simulation of

stochastic processes with given accuracy
and reliability. Elsevier.

HOEFFDING, W. (1963) Probability
Inequalities for Sums of Bounded Random
Variables. Journal of the American Statistical
Association. 58 (301). p. 13-30.

LATTIMORE, T., & SZEPESVARI, C.
(2020) Bandit algorithms. Cambridge Uni-
versity Press, 537 p.

SANDERCOCK, P., NIEWADA, M. &
CZLONKOWSKA, A. (2011) Internati-
onal stroke trial collaborative Group. The
international stroke trial database. Trials. 12

(1). p. 101.

DZHOHA, A. (2021) Multi-armed bandit
problem under delayed feedback: numeri-
cal experiments. |Online| Available from:

https://github.com/djo/delayed-bandit.

Received: 19.02.2021



